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Introduction

T HE prediction of friction drag is of signi� cant importance in
the design of aerodynamic con� gurations, especially in air-

craft design. Unfortunately,this is traditionallya dif� cult task, both
experimentallyand numerically. In experiments, it is dif� cult to re-
produce all of the features of the physical problem, for example,
the Reynolds number. Moreover, problems arise due to interference
effects, in particular with the model support, and due to the dif� -
culty in measuring quantities that are small compared to the oth-
ers involved in the tests. From the numerical point of view, in the
past only potential � ow solvers were available. Thus, predictions
were substantially limited to the induced drag, and only attached
� ow conditions in subsonic or supersonic regimes could be ana-
lyzed.

The use of a boundary-layer model has been a powerful tool,
for friction drag prediction, but it is limited to attached � ows. The
increase in computing performance has lead to the possibility of
simulating more complex � ows. At present, several commercial
codes are available that discretize laminar and Reynolds-averaged
Navier–Stokes equations (RANS). These codes are widely used to
predict the pressure loads acting on bodies of different shapes and
also on aerodynamiccon� gurations.Examples of such applications
can be found, for instance, in Refs. 1 and 2.

In principle, the RANS codes are able to predict both the pres-
sure and friction components of drag. This approach seems very
attractive because numerical analysis requires lower cost and less
time to obtain results than experimental tests. However, although
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the capabilities of RANS codes are well stated for the evalua-
tion of pressure distributions,1 many problems still exist for the
evaluation of the friction drag, which appears to be very sensi-
tive to near-wall grid resolution and to the employed turbulence
model.

In this Note the capabilities of a Navier–Stokes solver to predict
the friction drag over an airfoil are studied. In particular, the sensi-
tivity to the grid resolution and to different RANS closure models
is investigated for three different Reynolds numbers.

Numerical Methods
The commercial code FLUENT 5.0 has been used for the numer-

ical solution of RANS equations. Different turbulence models are
available in the code. In particular, the standard k – e ,3 Renormaliza-
tion Group (RNG) k – e ,4 and Reynoldsstress5 models are used in the
presentstudy.The numericalmethod is basedon a � nite volume for-
mulation applicable to structured or unstructured solution-adaptive
grids. The numerical inviscid � uxes are evaluated by Roe’s � ux-
difference splitting. A second-orderspatial accuracy is obtained by
a Taylor series expansionin the evaluationof the variablesat the cell
faces.Steady solutionsare obtainedby time marching the equations
with an explicit, multistage, Runge–Kutta scheme with multigrid
convergence acceleration.

Unfortunately, no experimental results are available for the fric-
tiondrag.Therefore,the resultsare comparedwith thoseobtainedby
a boundary-layersolution, coupled with a potential solver. Clearly,
this limits the analysis to subsonic � ows and low angles of at-
tack. However, this is a necessary � rst step in the assessment of
the Navier–Stokes solver capabilitiesand may also give indications
as to the computationalresourcesneeded for frictiondrag prediction
on more complex con� gurations of engineering interest.

For boundary-layerevaluation,the codeBLOWS6 was used.This
code is based on the Thwaites method for the simulationof the lam-
inar boundary layer and on the Head method for the turbulent one.
The code is able to predict the transition from laminar to turbulent
� ow.

Results
The analysis has been carried out by simulating the � ow around

theNACA 0012airfoil,at 0-degreeangleof attack,for threedifferent
values of the Reynolds number.

The results of the code BLOWS, in terms of total drag, are com-
pared with the experimental data from Ref. 7 in Table 1. The com-
parison shows that the code is able to correctly predict the drag in
the analyzed conditions, and, therefore, the results for the friction
drag can be assumed as a reference.

The valuesof the frictioncoef� cientobtainedby the RANS solver
are reported in Table 2 for different grid resolutions.The results are
obtained at a Reynolds number of 3 £ 106 using the standard k – e
turbulence model. In all of the cases, the grid is unstructured, and
the near-wall resolution is increased by prescribing the maximum
allowable distance from the body of the � rst cell centroid, in terms
of wall units, y+ =u s y / m , where u s is the friction velocity, y is
the physical distance of the � rst centroid from the wall, and m is
the kinematic viscosity. Because a logarithmic wall law is used
in FLUENT to compute the friction coef� cient, the � rst grid cell
near the body should be in the logarithmic region, that is, y + > 30.
From Table 2, it can be seen that an acceptable convergence of the
computed value of the friction drag coef� cient is reached only for
y+ ·38.For y + ·38, the chorddistributionof the local frictiondrag

Table 1 Comparison between experimental data
and BLOWS code resultsa

Cd total £ 103

Reynolds (Ref. 7) Cd total £ 103 CF £ 103

3 £ 106 6.0 6.228 5.340
6 £ 106 6.0 6.173 5.040
9 £ 106 6.0 6.208 5.080
aCd and CF are theairfoil drag and frictioncoef� cients, respectively.
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Table 2 Friction coef� cients for different grid
resolution (k–" model), Reynolds number = 3 £ 106

y+ Wall cells Total cells CF £ 103

2,390 50 1,378 7.527
1,191 100 2,010 8.248
591 200 3,060 7.922
391 300 4,164 8.023
295 400 5,114 8.072
144 800 9,376 7.974
93 1,200 13,790 7.797
69 1,600 17,614 7.751
54 2,000 21,732 7.566
45 2,400 26,046 7.670
38 2,800 30,056 7.486
35 3,200 33,946 7.321
33 3,600 37,732 7.325
27 4,000 37,916 7.300
BLOWS —— —— 5.340
BLOWS fully —— —— 6.349

turbulent

Table 3 Friction coef� cients for different grid
resolutions (k–" model), Reynolds number= 6 £ 106

y + Wall cells Total cells CF £ 103

1,117 200 3,600 6.936
557 400 5,114 7.078
72 2,800 30,056 6.607
63 3,200 33,946 6.455
64 3,600 37,916 6.464
52 4,000 37,732 6.462
BLOWS —— —— 5.040
BLOWS fully —— —— 5.665

turbulent

Table 4 Friction coef� cients for different grid
resolutions (k–" model), Reynolds number= 9 £ 106

y + Wall cells Total cells CF £ 103

104 2,800 30,056 6.134
91 3,200 33,946 5.944
95 3,600 37,916 5.999
76 4,000 37,732 6.012
BLOWS —— —— 5.080
BLOWS fully —— —— 5.298

turbulent

coef� cient is also independentof the grid resolution(not shown here
for sake of brevity).

The same analysis also has been carried out at Reynolds numbers
of 6 £ 106 and 9 £ 106 (Tables 3 and 4). As the Reynolds number
increases, grid independence is reached with a higher value of y+

(y+ »= 60 at Re = 6 £ 106 and y+ »= 90 at Re = 9 £ 106), but the
number of grid cells required is approximately the same for all of
the Reynolds numbers.

Similar results have been obtained for the RNG k – e and the
Reynolds-stressclosure models and with an hybrid grid, structured
near the wall.

This analysis shows that, even in this simple test case, a large
number of cells is needed at the wall to reach grid independenceof
the calculated friction drag. It would be hard, if not impossible, to
reach such a resolution in three-dimensionalcalculations.

Oncegrid independencehasbeen reached,theCF valuesobtained
from the RANS simulationsare signi� cantly larger than those given
by the potential/boundary-layer solver (Table 1). As the Reynolds
number increases, the overestimate appears to decrease (35% at
Re =3 £ 106 with y + = 35 and 18% at Re =9 £ 106 with y+ =95).
This discrepancyis because, in the RANS calculationswith the k – e

Table 5 Friction coef� cients for different
turbulence models

Turbulence model y+ CF £ 103

Standard k – e 38 7.486
RNG k – e 49 6.272
Reynolds stress 38 6.792
BLOWS —— 5.340
BLOWS (fully turbulent) —— 6.349

a) Comparison between different turbulence models

b) Comparison with the � at plate distribution

Fig. 1 Local friction coef� cient along the chord at Reynolds number
3 £ 106 .

turbulence model, the whole boundary layer is considered turbu-
lent, whereas the criterionused in BLOWS predicts the transitionat
x / c = 0.38, 0.33, and 0.26 for Re =3 £ 106 , 6 £ 106, and 9 £ 106,
respectively.Indeed, if the potential/boundary-layersimulationsare
carried out with an imposed fully turbulent boundary layer, the val-
ues of CF increase and become more similar to those obtained with
the RANS solver (Tables 2–4).

Because, from the preceding analysis, the simulation at Re =
3 £ 106 appears to be the most critical for the RANS solver, the
sensitivity to the turbulence closure model has been investigated at
this Reynolds number. In Table 5 the values of CF obtained with
the three turbulence models are reported, together with the values
given by the BLOWS code.

The in� uence of the turbulencemodel is clearly signi� cant, with
a differencebetween the highest (given by the standard k – e model)
and the lowest (RNG k – e ) values of CF of about 20%. In all of
the RANS simulations, the total friction drag coef� cient is overesti-
mated in comparison to the value given by the potential code when
boundary-layer transition is considered. A quite good agreement
is observed between the CF obtained with the RNG k – e and the
Reynolds-stress models and that given by the BLOWS code with
a fully turbulent boundary layer. This behavior can be better un-
derstood by comparing the chord distributions of the local friction
coef� cientc f (Fig. 1a). It isevidentthat the standardk – e modelover-
estimates the peak near the leading edge. This is probablycaused by
the overestimationof the valueof k in this zone, typicalof this model
of closure.1 The other turbulence models show a better agreement
in the leading-edgezone, but a lower gradient after the peak. In the
rear part of the airfoil, the RNG k – e model shows an underestimate
of the friction drag as compared with the BLOWS code. Thus, the
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integral value obtained with this method results very close to that
obtained with the potential/boundary-layersimulation. However, it
seems that the better prediction of the local behavior of the friction
drag is obtained with the Reynolds-stressclosure method. Note that
for the RANS simulations the values of c f obtained on both the
upper and lower airfoil surfaces are reported. Because symmetry is
not perfect, because of discretization errors, two slightly different
lines can be distinguished.

In Fig. 1b, the local frictiondrag coef� cient distributionsobtained
by the RANS and the boundary-layermethods are compared to the
theoretical results for the � at plate. In both cases, the friction drag
on the pro� le is higher than that on the � at plate in the leading-edge
zone, although it is lower near the trailing edge. This behavior is
consistent with the effects of the chordwise pressure gradient. Be-
cause the pressuredistributionsare practically the same in all of the
simulations, the Reynolds-stress closure method predicts a larger
variation of the local coef� cient c f with the pressure gradient than
the potential/boundary-layer simulation. However, it is expected
that RANS simulations give a better representation of the effects
of the pressure gradient than the boundary-layermethod; thus, it is
not clear which solution is the most accurate in the leading-edge
region.

The computations were carried out on a Pentium III 500-MHz
XION processor, with 512 MB RAM. The computing time for the
case with 34,000 total cells was about 70 min for the standard
k – e closure method, 110 min for the RNG k – e closure method,
and 150 min for the Reynolds-stress closure method (with a few
seconds for the potential/boundary-layer simulations). Therefore,
the Reynolds-stress closure method appears signi� cantly more
time consuming. In general, the RANS calculations seem to re-
quire computational resources, both memory and computing time,
which would become prohibitive in three-dimensional calcula-
tions.

Conclusions
The capabilitiesof a solver of the RANS equations in predicting

the frictiondrag over an airfoil havebeen investigatedthroughcom-
parisonwith the valuesgiven by a coupledpotential/boundary-layer
method, for different Reynolds numbers.

Preliminarily, the near-wall grid resolution required to obtain the
grid independenceof the frictiondrag in the RANS calculationshas
been assessed. It appears that, for all of the considered Reynolds
numbers, a large amount of computationalpoints is required,which
would lead to an unaffordablemesh size in three-dimensionalsim-
ulations.

Even on these highly re� ned grids, the value of the global CF

is overestimated by all of the turbulence models because they are
not able to predict the boundary-layer transition. If comparison is
made with the value given by the potential code coupled with a
fully turbulent boundary layer, satisfactory agreement is obtained
with the RNG k – e and the Reynolds-stress closure models. The
best global agreement is given by the RNG k – e model. However,
from the analysis of the chord distributionof the local c f , it appears
that this is due to compensation between an overestimate near the
leading edge and an underestimationat the trailing edge.

The best local agreement is obtained, as expected, with the
Reynolds-stress model; the only signi� cant discrepancy with the
BLOWS results is a less steep decrease of the c f near the leading
edge. Because the pressure distribution is almost identical, it ap-
pears that the RANS simulation with this closure models predicts
larger variations of the friction coef� cient with the pressure gradi-
ent. Because the boundary-layersolversare not well suited for � ows
with high-pressuregradients, it is not clear whether the value of c f

obtained by potential/boundary-layersimulation is indeed more ac-
curate in the region near the leading edge.

Finally, the RANS simulations require in general large compu-
tational time, and this increases signi� cantly with the accuracy of
the turbulence closure model. Thus, this analysis indicates that an
accurate prediction of the friction drag around complex aeronauti-
cal con� gurationsby RANS methods remains an extremelydif� cult
task with the present computer capabilities.
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Introduction

C ONSIDERABLE effort1 ¡ 10 has been made to investigate the
� ow structure around an airfoil with unsteady motions to ad-

vance the understanding of the unsteady � ows developed on aero-
dynamic objects in unsteady motion and to continue the develop-
ment and validation of predictive methods. An excellent review
on unsteady aerodynamics is given by McCroskey.11 Recently, the
spatial–temporal progression of the boundary-layer events (i.e.,
the locations of leading-edge stagnation, transition, separation,
and reattachment points) that occurred on a sinusoidally oscillated
NACA 0012 airfoil model was identi� ed nonintrusivelyby Lee and
Basu12 using multiple hot-� lm sensor arrays. However, due to the
limitations of their experimental setup, only low-frequency/small-
amplitudeoscillationswere investigated.In the present experiment,
the effects of large oscillation frequency 0.05 · j (= p f0C / U 1 ,
where f0 is the oscillation frequency, C is the chord length, and
U 1 is the freestream velocity) ·0.30 and amplitude (both within,
through, and well beyond the static-stall angle of attack a ss) on the
unsteadyboundary layer developedon an NACA 0012airfoilmodel
oscillated sinusoidallywere examined using multiple hot-� lm sen-
sor arrays. The hot-� lm measurements were then used to postulate
the mechanisms responsible for these boundary-layerevents.

Experimental Methods and Apparatus
The experiments were performed in a 60 cm £ 90 cm £ 1.8 m

low-speed wind tunnel. An NACA 0012 airfoil, fabricated from
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